
Advances towards high-resolution pack-and-go displays: A survey

Aditi Majumder
Ezekiel S. Bhasker
Ray Juang

Abstract — Tiled displays provide high resolution and large scale simultaneously. Projectors can pro-
ject on any available surface. Thus, it is possible to create a large high-resolution display by simply
tiling multiple projectors on any available regular surface. The tremendous advancement in projection
technology has made projectors portable and affordable. One can envision displays made of multiple
such projectors that can be packed in one’s car trunk, carried from one location to another, deployed
at each location easily to create a seamless high-resolution display, and, finally, dismantled in minutes
to be taken to the next location – essentially a pack-and-go display. Several challenges must be over-
come in order to realize such pack-and-go displays. These include allowing for imperfect uncalibrated
devices, uneven non-diffused display surfaces, and a layman user via complete automation in deploy-
ment that requires no user invention. We described the advances we have made in addressing these
challenges for the most common case of planar display surfaces. First, we present a technique to allow
imperfect projectors. Next, we present a technique to allow a photometrically uncalibrated camera .
Finally, we present a novel distributed architecture that renders critical display capabilities such as
self-calibration, scalability, and reconfigurability without any user intervention. These advances are
important milestones towards the development of easy-to-use multi-projector displays that can be
deployed anywhere and by anyone.
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1 Introduction
Projectors today are portable and lightweight, so much so
that they can even fit on the palm of one’s hand (Fig. 1).
Therefore, projection technology is ready to realize portable
seamless high-resolution displays by tiling multiple portable
projectors. Such a pack-and-go display has been the coveted
vision of a large number of research communities such as
display, computer graphics, visualization, and human-com-
puter interaction.11,13,17,18,27,28,31,35,37 Until recently, the
importability of projectors was considered to be the most
serious shortcoming to make this possible. However, since

such a display is not possible today even after the advent of
the portable projectors, we realize that several technical
advances are still critical to make pack-and-go display a
reality.

1.1 State of the art
Tiling multiple projectors to create one high-resolution dis-
play entails two serious calibration challenges: (a) geometric
calibration for stitching the image content across multiple
projectors; (b) color calibration for achieving a visually
seamless brightness and chrominance response within and
across the projectors and the overlap region between them.
A sub-problem of this is photometric calibration that addresses
only the issue of brightness seamlessness across the display
(Fig. 2).

A decade ago, when heavyweight expensive projectors
(~$75,000) driven by monolithic rendering engines were
used to build high-resolution displays, only a few of them
could be used to create a multi-projector display. Manual
calibration was possible and most in-vogue in such small sys-
tems. For example, mounts with six degrees of freedom
were manipulated manually to achieve geometric calibra-
tion, and manual manipulation of color controls of projec-
tors achieved color balancing across multiple projectors.
Further, since use of expensive optical elements was justi-
fied for such an expensive set up, several such optical ele-
ments were used for calibration. For example, expensive
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FIGURE 1 — A commercial pocket projector.
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Fresnel lenses in projectors were common for achieving
photometric uniformity in each projector.

Today, projectors are commodity products (~$1500).
Further, the tremendous advancement in graphics hardware
development has made a PC-cluster-based driving architec-
ture possible at a cost which is an order of magnitude lower
than the rendering engines of yesteryears. Hence, many organi-
zations can afford a 10–12 projector display (~$50,000) that
can provide a reasonably high resolution of about 10–12
Mpixels. Manual calibration is cost-prohibitive and infeasi-
ble in such a large system. Thus, the last decade has seen the
development of a number of automated camera-based cali-
bration techniques.6,7,14,21,23,24,26,29,30,32,33,36,38,39 These
use camera(s)  to  provide feedback  on the  geomet-
ric/photometric mismatches which is then used to correct
the projected images digitally to achieve a seamless display.

1.2 Limitations

Development of automated camera-based techniques was
driven by the promise of realizing multi-projector displays
that can be easily deployed by the layman user, such as a
doctor in a hospital or a historian in a museum.31 However,
we are still quite far from that vision. We believe this is pri-
marily due to the rigidity in the associated architecture,
devices, and algorithms.

First, all camera-based calibration algorithms assume
perfect projectors with no lens distortion or vignetting effect.
Further, they assume a perfectly calibrated camera whose
non-linear response, vignetting artifact, and lens distortion
have been estimated by prior device calibration. Needless to
say, such device calibration often is more complex than cali-
brating the display itself and cannot foster the confidence in
a layman user to attempt to deploy such a display herself.

Second, all camera-based calibration algorithms devised
up until now use a centralized architecture where a central-
ized server controls all the projectors and camera(s) as
shown in Fig. 3. It dispatches imagery to a number of
clients, each displaying the image on its display unit. To cali-
brate the display, the server (a) instructs the projector to
project patterns; (b) instructs the camera to capture the pat-
terns; (c) generates correction parameters; and (d) corrects
the image and sends appropriate parts of it to the projectors
to achieve a seamless display. Thus, this is an absolutely cen-
tralized and synchronized architecture where the server
bears the overhead of managing the imagery while the cli-
ents are dumb display stations. Although simple to instru-
ment, the entire responsibility of calibrating the display
rests with the user. Hence, the user needs to be knowledge-
able about the workings of the software and the camera.
Further, this does not support easy scalability or reconfigu-
rability to allow quick change in display scale, form-factor,
and resolution. These are often important capabilities, espe-
cially in the context of pack-and-go displays where the dis-
play needs to adapt to the changing scale, form factor and
resolution of the data.

1.3 Desiderata
Our vision is to build algorithms and architectures that can
enable a common surface to be wall-papered by multiple
projected images to create a single seamless display that is
scalable (number of projectors can be increased easily),
reconfigurable (projectors can be set up in different con-
figurations based on application requirements), self-cali-
brating (does not need any input from the user to calibrate
themselves), and fault-tolerant (responds to faults in an
appropriate manner). Further, we would like to use regular
commodity projectors/cameras that come with several opti-

FIGURE 2 — Nine rear projectors arranged in a 3 × 3 rectangular array on a planar surface creating a large display of size 10 × 8 ft. and
resolution of 3000 × 2500 offering 7 million pixels in our Large Area Display Laboratory (LADL) at UCI. The display is driven by a nine-PC
cluster, each PC driving one projector. Left: The uncalibrated display showing geometric mismatches and photometric variations. Right:
The seamless display created by centralized automated camera-based geometric and brightness calibration.
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cal imperfections and are not pre-calibrated. Finally, all the
above capabilities should be instrumented while maintain-
ing an extreme simplicity in deployment so that they can be
built almost anywhere, by almost anybody, at almost any
scale and form factor. The ultimate goal is to trigger a para-
digm shift in the seamless high-resolution display technol-
ogy where people no longer perceive them to be mammoth
structures quarantined in a huge room of a high-tech labo-
ratory but can carry them around.

1.4 Our advances
Moving towards such a high-resolution pack-and-go display,
we present a survey of the several advances we have made
towards this goal in the past few years. However, all these
advances are pertaining to the most common case of planar
display surfaces and are as follows.

1. Staying within the simplicity of the centralized arch-
itecture, we have designed models and algorithms
that can use geometrically and photometrically
imperfect projectors when building multi-projec-
tor displays (Secs. 2 and 3).19,20,22–24

2. We have designed a new photometric self-calibra-
tion technique for a uncalibrated projector-camera
pair. This, in turn, allows us to use a photometri-
cally uncalibrated camera to calibrate a multi-pro-
jector display, when assuming a centralized
architecture (Sec. 4).3

3. Finally, we break away from the centralized archi-
tecture and propose a novel decentralized archi-
tecture for a multi-projector display (Sec. 5).4,10

Here, a distributed network of self-sufficient display

units – made of a projector, a camera and
embedded computation and communication hard-
ware – is used to build the display. No central ma-
chine is responsible for managing all the pixels.
Each display unit manages its own pixels autono-
mously yielding a completely scalable architecture.
This enables several critical capabilities such as
self-calibration with no user intervention, recon-
figurability, and fault tolerance.

2 Geometrically imperfect projectors
Camera-based geometric calibration of a tiled planar display
entails defining two functions: (a) a function relating each
projector to the observing camera and (b) a function that
relates the camera to the screen (the planar display surface).
Geometric calibration techniques assume a camera that is
pre-calibrated to exhibit no lens distortion. In such cases,
the camera-to-screen function is linear, expressed by a 3 × 3
matrix. Geometric calibration methods can be classified in
three following categories based on the function that relates
the projector to the camera.

1. Linear methods assume a geometrically perfect
projector and use a linear 3 × 3 matrix to relate the
projector to the camera.6,36 This produces reason-
able results in high-end expensive projectors
where setting the projectors in a “sweet” zoom
level assures no non-linear distortion.

2. Piecewise linear methods use a dense piecewise
linear triangulation to relate the projector and
camera38 and can handle non-linear distortions in
the projector. However, since this method needs a

FIGURE 3 — A centralized architecture where a single server controls all the pixels [all projectors and camera(s)].
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dense sampling of this function, especially in the
presence of adverse non-linearities, a very high-
resolution expensive camera is essential to instru-
ment it.

3. Polynomial methods use a cubic polynomial to
approximate the projector non-linearities.14 How-
ever, the projector-to-camera relationship involves
a perspective projection which is not adequately
modeled by a simple cubic polynomial. Thus, these
methods assume a near rectangular array of pro-
jectors that is difficult to setup, especially in front-
projection systems.

As is evident, all these methods address geometric
imperfections in projectors only in a limited manner. But,
current commodity projectors have several geometric
imperfections – non-linearities that cause straight lines to
become curved. The most common cause of these non-
linearities is lens distortion that has been modeled exten-
sively before.5,12 However, optical folding, common in
today’s compact projectors, can also cause higher-order geo-

metric non-linearities that cannot be modeled by these tra-
ditional models.

In Ref. 3, we present a new geometric model that can
unify both the non-linearities of the projector and the per-
spective projection between the projector and the camera.
We show that a Bezier patch can adequately model the dif-
ferent non-linearities of the projector, including the lens
distortions, in a unified manner. The richer cross terms of
this new model allows for accurate modeling of these effects
even with a relatively lower order patch. A generalized form
of the Bezier, called the rational Bezier, retains all the prop-
erties of the Bezier and is additionally perspective invariant.
We show that this rational Bezier is well-suited to unify the
non-linear distortions of the projector and the perspective
projection between the projector and the camera. Thus, a
rational Bezier patch can accurately and compactly model
the relationship between the projector and the camera.
Using this model, we present a new geometric calibration
method that can allow the use of severely distorted projec-
tors when building a tiled display. We also show that the

FIGURE 4 — Top row – Left: Our nine-projector 3000 × 2500 display with severely distorted projectors. Right: The same display
geometrically calibrated using a VGA 640 × 480 camera. Bottom row: zoomed-in view of the respective top pictures.
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parameters of this model can be easily estimated from a
sparse set of correspondences between the projector and
camera, and hence the geometric calibration can be achieved
using an inexpensive low-resolution camera. For example,
our 3000 × 2500 display made of nine projectors was cali-
brated using a VGA camera of 640 × 480 resolution (Fig. 4).

The biggest impact of this method can be in compact
multi-projector display design. Short-throw lenses are inevi-
table for such compact designs, but they usually introduce
severe non-linearities to the projected imagery. To avoid
such non-linearities, current lenses use optical corrective
measures which make them 4–5 times more expensive than
the projectors themselves. Our method allows software
solutions so that inexpensive lens can be mounted on pro-
jectors, just as they are used for cameras today.

3 Photometrically imperfect projectors
The most common photometric imperfection in projectors
is that of vignetting – a spatial fall-off in brightness from
center to fringe.23 This can be aggravated by high-gain
screens causing distracting brightness variations that can
completely break the illusion of single display (Fig. 5). It is
often beneficial to overlap adjacent projectors to alleviate
the brightness fall-off at the fringes. However, the brighter

overlap regions now result in a display than show a very large
brightness variation – almost 25–30% of the maximum
brightness at some regions.

There was no existing camera-based calibration tech-
nique to compensate for this photometric variation. In Refs.
22 and 23, we presented the first method to measure the
spatial brightness variation of the display using a camera.
We also presented a method to achieve photometric uni-
formity by matching the photometric response of the
brighter pixels to the dimmer ones which are most limited
in their capabilities. However, this results in all the pixels
sacrificing their higher capabilities to operate at a very lim-
ited capability. The resulting display, though seamless,
showed severe contrast degradation – to the extent of being
almost useless. To alleviate this problem, we presented a
perception-based smoothing technique that smoothens the
brightness response across the display (instead of matching)
leading to a photometrically non-uniform display. But the
controlled smoothing, catered specifically for the particular
display, removes the photometric seams without any per-
ceivable contrast degradation,20,24 resulting in a seamless
high-contrast display (Fig. 6).

4 Photometrically uncalibrated camera
The photometric calibration results presented in Sec. 3 assumes
a photometrically calibrated camera, i.e., a camera whose
gamma function is known apriori. This requires complex
device pre-calibration mechanisms.9,25

In our recent work,3 we present a photometric self-
calibration method for an uncalibrated projector–camera
pair that can estimate the gamma function of the camera
and projector, and the vignetting effect of the projector
simultaneously. The results of this method are illustrated in
Fig. 7. By using this method, we can now photometrically
calibrate a display using a photometrically uncalibrated
camera (Fig. 2).

5 A decentralized approach
As mentioned in Sec. 1, the difficulty in deployment of
multi-projector displays primarily stems from a centralized
architecture that burdens the user with responsibilities to

FIGURE 5 — Severe projector vignetting.

FIGURE 6 — A 15-projector display at Argonne National Laboratory before any photometric calibration. Middle: The display after photometric
uniformity showing severe contrast reduction. Right: The same display after photometric smoothing showing no perceptual seams and retaining most
of the original contrast.
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calibrate the display, pre-calibrate the devices, and provide
new input to trigger a complete recalibration with a change
in the scale and form factor of the display. Instead, we would
like to build a multi-projector display that would be able to
calibrate itself, with no input from the user. It should detect
additions, removals, and faults, and recalibrate in response
to these events. Essentially, all the user should do is to
arrange the projectors physically and the rest will be taken
care of by the system. Thus, the projector will become
almost like a flashlight, light from which can be moved
around wherever one desires. And a cluster of these projec-
tors should be able to create a giant high-resolution display
without the user worrying about manual set-up or maintenance.

In our recent work, we presented a completely decen-
tralized approach towards this end.4,10 First, we presented

a self-sufficient display unit that becomes the building block
for such self-calibrating displays. Next, we present a decen-
tralized architecture to build a multi-projector display via a
distributed network of these display units. Finally, we pre-
sent an asynchronous decentralized calibration process that
provides several novel capabilities such as self-calibration,
reconfigurability, and fault tolerance.

5.1 The display unit
Traditionally, pixels have been the most important commod-
ity of any workspace being extensively used for visualization,
collaboration, and interface. As opposed to pixels provided
by traditional displays such an LCD panel or a CRT monitor,
pixels from a projector have greater flexibility and mobility

FIGURE 7 — Estimated parameters from the photometric self-calibration of the uncalibrated projector–camera pair. Left: the camera
gamma function; middle: the projector gamma function; right: the projector vignetting effect.
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and can be used to illuminate any arbitrary surface.31,38

However, when used alone, projectors act like passive digi-
tal illumination devices, where pixels act as dumb entities
while what we desire are intelligent entities that can
adapt/react to environmental changes. So, a combination
of projectors and cameras is inevitable to provide ‘intelli-
gent’ pixels and has been envisioned by many other
researchers.1,2,8,27,33 Our self-sufficient display unit is
largely inspired by such previous works.

We propose an augmented display unit consisting of a
projector, a camera, and embedded computation and com-
munication hardware. Each display unit is thus self-suffi-
cient with the capacity to sense environmental changes
(using the camera), adapt or react to those changes (using
the computation unit), and communicate those changes to

other display units (using the communication unit). We use
a standard projector, attach a standard web-cam to it, and
use a laptop to simulate the computation and communica-
tion unit (Fig. 8).

5.2 The architecture

In Refs. 4 and 10 we propose to build our display by con-
structing a distributed network of the self-sufficient display
units (Fig. 9). This architecture removes the dependency on
a single central machine and every display unit takes com-
plete control of the part of the display it is responsible for.
They act like a client and request the appropriate part of the
data from a traditional data server. In fact, this server can be
oblivious of the fact that the clients requesting data are in
reality display units. So, each display unit behaves just like
any other independent data client and is entirely responsi-
ble for managing its own pixels.

Existing distributed rendering architectures such as
Chromium and SAGE15,16,34 use distributed methodologies
only for rendering the pixels and use centralized architec-
ture for calibration and data handling. Thus, the user
defines, in the central server, the total number of display
units and the relationship of the image projected by each
unit with respect to the large image they are creating together.
This centralized unit then streams the appropriate data to
the dumb display units or projectors. Unlike such a central-
ized architecture, our architecture uses distributed method-
ologies in all aspects of multi-projector display, including
calibration, data handling, and rendering.

FIGURE 9 — A tiled multi-projector display made of a distributed network of self-sufficient display units.

FIGURE 8 — A prototype self-sufficient display unit.
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The critical capabilities of a pack-and-go display are
self-calibration and easy reconfigurability leading to an
unforeseen ease in deployment. Our distributed architec-
ture enables several such critical capabilities listed as fol-
lows.

5.3 Camera-based communication
The camera on each display unit sees only a part of the dis-
play. However, the camera field of view needs to be a little
larger than that of the projector, so that it can observe parts
of its neighbors’ projections and react accordingly. This abil-
ity of each unit to sense changes in its neighbor via its own
camera enables us to use an alternate modality of camera-
based communication. Patterns observed by a neighboring
projector are analyzed to find the relative orientation between
the neighboring projectors, and locations in the display
array. Thus, the overlapping field of view of sensors in adja-
cent display units provides an underlying mesh interconnec-
tion network at no additional cost.

5.4 Self-calibration
The camera-based communication enables the design of an
asynchronous decentralized self-calibration algorithm. This
is a SPMD (single program multiple data) algorithm that
runs on each display unit to achieve calibration with no user
intervention. Figure 10 provides an illustration of the state
of the display at different steps of this decentralized self-
calibration process. Initially, every unit believes it is alone in
the environment and has the sole responsibility of display-
ing the data. Then each display unit runs the identical
SPMD algorithm consisting of the two following steps.

First, each display unit identifies its immediate neigh-
bors, the display configuration, and its own coordinates in
the display. Each display unit uses asynchronous camera-
based and wireless communication to find its own (row, col-
umn) in the 2-D array, and left, right, top, and bottom

neighbors, whenever they exist. This takes O(m + n) parallel
steps for an m × n array of display units.

Finally, it projects an image that is geometrically
matched with its neighbors and edge-blended to achieve a
relatively seamless display. Because no single camera sees
the entire display, the geometric calibration cannot assume
any global coordinates. We use a decentralized method to
perform geometric correction without considering a global
coordinate system, where one projector is dynamically cho-
sen to be the leader against whom everyone else is cali-
brated. This runs in O(m + n) for an m × n array of display
units. To avoid a change of coordinate in every frame (which
can lead to visual flicker), the leader does not change unless
it crashes. Photometric calibration is achieved by a rudimen-
tary local edge blending that can be computed from the rela-
tive geometric positions of only the adjacent display units.
Since this does not need communications with non-adjacent
units, it is performed in constant time.

5.5 Flexibility
Since the camera and projector is in a feedback loop in every
display unit, addition or removal (can be due to a fault) of a
unit is easily detected by neighboring units. This initiates
the recalculation of display configuration and individual
positions of the display units, followed by the reshaping of
the imagery to fit into the largest rectangle contained within
the non-rectangular projected area of all the active display
units. This is illustrated in Fig. 11. Thus, we achieve easy
reconfigurability, complete scalability, and fault tolerance
which allows the display to easily adapt itself to different
sizes, aspect ratio, and resolution as demanded by the
user/data/situation.

6 Conclusion
In this paper, we have presented a survey of the advances we
have made towards the vision of pack-and-go displays. Such

FIGURE 10 — Left: Initially, every display unit thinks that it is only display unit present and is therefore solely responsible for displaying the whole
image. Middle: After configuration identification, each display unit knows the display configuration – total number of projectors, and total display
dimensions – and their own coordinates in the array. Thus, they know which parts of the display they are responsible for, but still do not know the
relative orientations of their neighbors.  Thus, the  image is not  seamless. Right: after  alignment each  display unit matches  geometrically  and
photometrically with its neighbors to create a seamless display.

488 Majumder et al. / Advances towards high-resolution pack-and-go displays: A survey



pack-and-go displays can have broad applications in many
areas such as archeology, education, medicine, and entertain-
ment. In particular, it can enable mobile science laboratories
and mobile command-and-control units (in war grounds or
emergency-incident sites).

We believe that the methods outlined in this paper,
especially the decentralized architecture and algorithms
will be critical to instrument pack-and-go displays that can
be set-up easily, dismantled, and moved to a different loca-
tion when required. However, more interestingly, the same
devices, architectures, and algorithms have the potential to
be used in many other domains where it can change the way
we interact with our everyday environment.

First, a display unit that can both display and sense its
environment, realized by combining a projector and a cam-
era, could spark and foster novel paradigms of collaboration
where each person carries his own display unit and when
more than one person meet for collaboration, their respec-
tive displays are put together to create a seamless high-reso-
lution display. This display can easily scale as the number of
collaborators increase. Further, such a shared display space
that has access to data from multiple machines might foster
new directions of research in user interfaces for data shar-
ing.

Second, the algorithms and the architecture devel-
oped can be instrumental to realize mammoth seamless
visualization systems. Large visualization systems today are
built primarily using very large arrays of LCD panels. How-
ever, the bezels around the panels result in seams that can
be distracting and even detrimental in executing certain
tasks due to mangling of text and patterns. But we still tend
to use LCD panels due to the relative ease in setting them
up on a single substrate in a rigid fashion, even though this
initial set-up demands huge financial, engineering, and per-
sonnel resources. People do not consider a seamless projec-
tion-based tiled display since installing and maintaining
them is very difficult. And, of course, the necessity of
advanced capabilities such as scalability and reconfigurabil-
ity are not even evaluated. The decentralized algorithms
and architectures will enable next-generation super-high-
resolution entirely seamless visualization, training and simu-
lation systems where the number of pixels can be scaled
easily to even billions. Thus, this will enable displays that

can match the size and resolution of the exponentially grow-
ing size of today’s data.

6.1 Future work
Our advances, however, are just the first steps towards mov-
ing the frontier of technology to realize pack-and-go dis-
plays. A large number of challenges still need to be handled
to make pack-and-go displays the reality of the future. Some
of these challenges are listed below.

1. The distributed architecture and algorithms (Sec.
5) use geometrically and photometrically pre-cali-
brated projectors and cameras. It will be important
to investigate ways to extend our centralized tech-
niques to handle imperfect uncalibrated devices
(Secs. 2–4) in such a distributed architecture.

2. We have used only a local edge blending for the
distributed photometric calibration. Edge blend-
ing can only yield reasonable results when the pro-
jectors have similar brightness.20,24 We have to
investigate ways to extend our centralized algo-
rithm of brightness smoothness to the distributed
architecture.

3. Currently, only photometric calibration can be
done using a camera which addresses only the
brightness of the display. No camera-based auto-
matic color calibration technique exists that can
handle both brightness and chrominance, even for
the relatively simple centralized architecture.
Hence, the projectors in most displays are color
balanced apriori via manual or semi-automatic
methods that use a radiometer as a feedback
device. Camera-based color calibration requires
addressing the fundamental issue of measuring
color using a camera. It is critical to perform exten-
sive analysis in this direction to evaluate the feasi-
bility of the solution space and then explore the
feasible solutions, if any.

4. For both centralized and distributed architecture,
there exists no geometric calibration method that
can allow the use of uncalibrated cameras that
show significant geometric non-linearities.

FIGURE 11 — Left two: This illustrates recalibration when new display units are added to a 2 × 2 array to create a large display of 3 × 3 array. Right
two: here, the top left display unit in the 3 × 3 display fails, following which the display deactivates the appropriate units to create a 2 × 2 array with
limited resolution but the same aspect ratio.
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5. We have only addressed the case of planar multi-
projector display. However, to instrument tiled dis-
plays on regularly available surfaces, that are
neither planar nor diffused, is a big challenge and
very little has been done so far in this direction.
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