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ABSTRACT different color apaces. one of the projector and the other of 

An important problem in achieving seamless multi-projector the camera. Hence. comparing the image captured by the 
camera with the input digital image does not make sense. 

- . .  
displays i s  the photometric (luminance) variation across the 
display. Currently, evaluation o f  the improvement in the 
quality of the imagery achieved by applying different photo- 
metric correction methods and a comparison between them 
i s  done by a subjective human user. In this paper, we present 
a camera-based method for relative evaluation of the lumi- 
nance properties of the imagery on multi-projector displays, 
both before correction and after correction using different 
compensation techniques. To the best of our knowledge. 
this i s  the first camera-based method designed to evaluate 
the different photometric correction methods on a multi- 
projector display. We show that using our simple and aulo- 
matic evaluation scheme the optimal photometric compen- 
sation parametcr for a multi-projcctor display can be identi- 
fied, which is not possible by subjective evaluation. 

1. INTRODUCTION 

Large high-resolution displays made of multiple projectors 
are becoming very popular [ I .  2. 3. 41. A critical obstacle 
towards making these displays seamless is to compensate 
for the non-uniform luminance (photometry) across the dis- 
play [SI. Several chmera-based methods exist [S ,  6. 71 to 
correct this photometric variation. However, the evaluation 
of the quality of the improvement achieved by such methods 
and the comparison between the results achieved by differ- 
ent methods are done by a human and is hence subjective. 

Existing image quality metrics [8. 9, IO. I l l ,  used in 
graphics and vision, compare images against a golden ref- 
erence. For example, for compression techniques. an un- 
compressed image i s  used as the golden reference to com- 
pare images compressed using different compression tech- 
niques. Similarly, for image synthesis, an image generated 
using global illumination methods is used a a golden ref- 
erence. The problem faced while using such an algorithm 
to evaluate the results from different photometric correc- 
tion techniques for large tiled displays, i s  the luck of such 
U golden reference. The input digital image when projected 
on the display and captured by a camera, goes through two 
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Thus, this input digital image can not act as our golden rcf- 
erence. 

In this paper, we make the first-attempt to develop a 
camera based relative evaluation technique for measuring 
the improvements achieved in photometric propelties (like 
brightness and dynamic range) of the imagery on multi- 
projector display with the application o f  different photomet- 
ric correction methods. Our method i s  simple, automatic 
and helps us to find optimal photometric compensation pa- 
rameters and methods for a particular display. 

2. GOAL 

[ 12, 71 presents methods that correct the photometric vari- 
ation in multi-projector displays by achieving photometric 
uniformity, that is, identical luminance response at every 
display pixel. However, since this method matches the re- 
sponse of the display with the ’worst possible pixel’ ignor- 
ing all the ‘good’ pixels that are very much in the majority, it 
results in images of very low dynamic range and brightness. 
[6] shows that perceptual seamlcssness can be achieved by 
just smoothing the luminance response across the display 
pixels, instead of making the responsc identical. A smooth- 
ing parameter X is used to control the smoothness of the 
photometric response of  thc display. Increased smoothing 
leads to greater reduction in brightness and dynamic range, 
with the worst c a e  being that of  photometric uniformity 
with the smoothest (flat) luminance response (Figure I ) .  

Our goal i s  to use the camera to evaluate the properties 
of the display before and after photometric compensation. 
T h i s  will in turn enable us to evaluate the quality of the 
photometric comction achieved. A camera can measure a 
large range of luminance using varying exposure settings 
and hence. can be used for relative photometric evaluation 
of  the display. However, the color of  the projected image 
captured by the camera depends on camera and projector 
color gamuts, both of which can be significantly different 
from the gamut of the input image. Hence, this image can 
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Fig. 1. Top: Digital photographs of a fifteen projector tilcd display (8' x 10' in size) before any correction (left), aftcr 
photometric response smoothing with parameter of X = 400 (second), X = 800 (third) and after photometric uniformity i.e. 
X = w (right). Note that the brightness and the dynamic range of the display reduces as  the smoothing parameter increases. 
Bottom: Error images corresponding to the different color compensations of Figure 1 ( I )  Uncorrected display (El )  (2) After 
photometric response smoothing with X = 400 (E2) .  ( 3 )  After photometric seamlessness with smoothing parameter X = 800 
(E3).  (4) After photometric response smoothing i.e X = CO (Ed) 
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3.1. Geometric Comparabili ty 

Fig. 2. From left: ( I )  Reference image. (2) Result image. (3) The recaptured image corresponding to thc result image in 
(2). (4) Comparable referencc image (Compare with ( I )  and note the increased brightness of the green channel due to the 
normalization of thc channel range). (5) Comparable recaptured Image, (6) Error of the comparable recaptured image from 
the comparable reference image. 

First. we run ageometric calibration algorithm with the cam- 
e n  at location A.  The gcometric calibration information 
relates the projector coordinates with the global display co- 
ordinates through the camera coordinates. Any existing ge- 
ometric calibration method 113. 14. 151 can be used for this 
purpose. Next, keeping the camera in the same location A, Table 1. Results for the images shown in Figure I 

be significantly skewed in color when compared to the input 
image. The goal is to extract reasonable information about 
the photometric appearance of the display being insensitive 
to the camera and projector color spaces. Thus. our evalua- 
tion metric should ( I )  bring the input image and the images 
of the display captured by a camera within a common ref- 
erence frame so that they can be compared, and (2) indicate 
how the dynamic range, brightness and general photometric 
appearance of the input image is affected by the correction. 

3. ALGORITHM OVERVIEW 

Let the input image be called the reference image  R. We 
would like to compare this image with the image captured 
by a camera of the input imagc projected on an uncorrected 
or photometrically corrected display. 

we take the imagesof the display when I? is projectcd on it. 
This image is called the result image and is denoted by Oc. 
The geometric calibration information is then used to con- 
vert OC into the display coordinate space. Also, to remove 
the effect of the photometric non-linearity of the camera, 
the inverse of the camera response function is applied to 
this image. The camera response function is recovered apri- 
on using high dynamic range imaging method [16]. The 
image thus genentcd from OC is called recaptured image 
and is denoted by 0. Note that 0 and R now have the same 
resolution and are geometrically comparable pixcl by pixel. 
(Figure 2). 

We may have more than one recaptured image if we are 
trying to compare different algorithms. Thus, for generality 
we denote each of these by 0i (Figure 3). All the result 
images corresponding to the Ojs should be captured with 
the same camera settings and from the same location A to 
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Fig. 3. From left: (1) Recaptured image before correction (01) (2) Recapturcd image after photometric uniformity (A = 
CO) ( 0 2 ) .  (3) Recaptured image after achieving photometric response smoothing with X = 400 ( 0 3 ) .  (4) Error image 
for uncorrected display (El). ( 5 )  Error image for photometric uniformity (E?). (6) Error image for photometric response 
smoothing with X = 400. (E3) ,  The reference image R is the same as in Figure 2 

Img Briyhtnessi Dynamic 
Rangei 

R (115,51,66) (l97,154,13ti)  
0, (88,83,67) (200,240,159) 
0 2  (41,39,30) (121,137,111) 
O3 (75,67,51) (174,168,155) 

Fig. 4. From Left: ( I )  Recaptured image with uncorrected display (01) (2) Recaptured image after photomctric uniformity 
(A = 00) ( 0 2 ) .  (3) Recapturcd image after photometric response smoothing with X = 400 (OS). (4) E L .  (5)  Ez. (6) Es. 

Total Mean 
Error, Error, 

NA NA 
60962 0.25 
56223 0.23 
45766 0.18 

Table 2. Results for the images shown in Figure 3 

be comparable. However, note that the R and the 0 , s  are 
still not photometrically comparable. 

3.2. Photometric Comparability 

For photometric comparability, we first find the mean of all 
the pixels for R and 0, denoted by BR and Boi rcspec- 
lively. This indicates the brightness of these images. Next. 
for each R a n d  Oi we define adeviation image given by the 
vector deviation of the color at each pixel from the corre- 
sponding means, BR and Boi respectively. This deviation 
images are called RD and Op. Next, we do the following 
for each channel 1. 
( I )  We find the maximum and minimum of ail pixels across 
all the images (0;s and RD), denoted by 1,, and IM re- 
spectively. 
(2) Then, we normalize the range of values in each of the 
Ofs and RD within 1, and I&[ .  The corresponding images 
thus generated. denoted by R" and 0;'s. are called com- 
purable reference image and comparable recaptured imges 
respectively (Figure 2) .  The difference between the maxi- 
mum and minimum for each channel across each of R" and 
0;' defines their respcctive dynamic range vector DR. 

This step translates the range of all the images to a com- 
mon reference frame. Now, O"'.s and Rh[ are photometri- 
cally comparable even if they are generated from incompa- 

Table 3. Results for the images shown in Figure 4 

rable RD and 0:s. 
Error Images Generation: Next we generate the error 

image E, corresponding to each Oj by finding the normal- 
ized pixel-wise Euclidian distance between RA' and 0:'. 
as shown in Figure 3. The sum and mean of Ei, denoted 
by TE, and MEt respectively, gives the tom1 and the mean 
error of 0, from R . 

Error Mefric: The brightness (B).  dynamic range (DR)  
and error images ( E )  comprise our error metric. Note that 
there may not be any physical Oi that can exactly resemble 
R. This method only brings R and Ois in a similar reference 
frame in terms of per cbanncl luminance values relative to 
the camera. Hence, the success of a correction method lies 
in reducing the errors rather than eliminating them. 

3.3. Evaluation Results 

Figure 3 shows the reference and recaptured images that 
we want to compare. In this case, they are images taken 
before correction (01), after photometric uniformity (02). 
and then after smoothing photometric response with X = 
400 (03). The corresponding error images are E l ,  E2 and 
Es. Table 2 summarizes the error metric. As expected. the 
brightness, dynamic range, T E  and M E  for 0 2  is higher 
than that of 03. Figure 4 and Table 3 show the same for 
a Rat white reference image. Notice how the camera color 
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gamut can change the color appearance of the 0 , s  signifi- 
cantly. hut it docs not affect our evaluation technique. Fig- 
ure I and Table I shows the results for a fifteen projector 
display where Ol -d  are respectively the images before cor- 
rection, after smoothing with parameter 400 and 800, and 
after photometric uniformity. 

Note that the error T E  and M E  is high with an uncor- 
rected display and becomes smaller with the increase in A. 
In this phase, change in appearance due to the presence of 
sharp luminance variation plays a dominant role in gener- 
ating the error. However, at some point the error reaches a 
minimum, after which it increases with increase in X being 
very high for X = M (Table I). In this phase, change in ap- 
pearance due to  the compression in the dynamic range is the 
dominant factor. Thus. the error signifies the change in pho- 
tometric appearance that can occur due to  different reasons. 
This change in error with changing X is plotted in Figure 5. 
Thus, this quantitative evaluation technique helps us to find 
the ideal smoothing parameter where the error is minimum 
which Cannot he done by subjective evaluation. 

Fig. 5. Error vs Smoothing Paameter. 

4. CONCLUSION 

In conclusion, we present a novel camera based evaluation 
method to  judge the results from different photometric com- 
pensation methods on multi-projector display. We show that 
such a evaluation technique help us to identify the optimal 
compensation parameters and methods. 
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